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Abstract: The paper uses image 
processing system to identify, especially 
Bengali alphabetic sign language used by 
the deaf people to communicate.  Initially 
the data is processed from raw images
and clustered to accommodate similar 
pattern images into a clustered database.  
Later, two type’s data were fed into the 
neural network: the processed image 
object and the clustered data to train the 
network.  The system successfully 
identified the sign languages 99% of the 
time.  The system is tested on Bengali sign 
language but it can detect any sign 
language with prior image processing and 
clustering.
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1. INTRODUCTION

Dumb people are usually deprived of normal 
communication with other people in the society. 
It has been observed that they find it really 
difficult at times to interact with normal people 
with their gestures, as only a very few of those 
are recognized by most people. Since people 
with hearing impairment or deaf people can not 
talk like normal people so they have to depend 
on some sort of visual communication in most of 
the time. 

Sign Language is the primary means of 
communication in the deaf and dumb 
community. As like any other language it has 
also got grammar and vocabulary but uses visual 
modality for exchanging information [1]. The 
problem arises when dumb or deaf people try to 
express themselves to other people with the help 
of these sign language grammars. This is 
because normal people are usually unaware of 
these grammars. As a result it has been seen that 
communication of a dumb person are only
limited within his/her family or the deaf 
community.     

The importance of sign language is emphasized 
by the growing public approval and funds for 
international project. At this age of Technology 
the demand for a computer based system is 
highly demanding for the dumb community.
However, researchers have been attacking the 
problem for quite some time now and the results 
are showing some promise. Interesting 
technologies are being developed for speech 
recognition but no real commercial product for 
sign recognition is actually there in the current 
market [2].

So, to take this field of research to another 
higher level this project was studied and carried 
out. The basic objective of this research was to 
develop a computer based intelligent system that 
will enable dumb people significantly to 
communicate with all other people using their 
natural hand gestures. The idea consisted of 
designing and building up an intelligent system
using image processing, data mining and 
artificial intelligence concepts to take visual 
inputs of sign language’s hand gestures and 
generate easily recognizable form of outputs.   



1.1 OBJECTIVE AND SCOPE

As it was mentioned above, the primary
objective of this research project was to develop 
an intelligent system which can act as a 
translator between the sign language and the 
spoken language dynamically and can make the 
communication between people with hearing 
impairment and normal people both effective 
and efficient. Beside this, the designing of the 
system was focused on the dynamic association 
of its language domain, i.e. it can deal with any 
sign languages. The vision was to research and 
develop an engine or methodology for sign 
language recognition rather than just only output 
generation; so that further research can be done 
on this model / procedure and a fully operational 
and commercial system can be built for gesture 
recognition, to fulfill the communication 
requirement of the deaf community.

Although the system is designed to be able to 
deal with any sign language, but to achieve the 
project’s goal and carry on with the research 
Bengali sign language was selected as the 
language domain for the moment, which is a 
standard procedure for dumb people to 
communicate.

The chart below shows the sign representations 
of Bengali vowels (Figure 1) and some of the 
consonants (Figure 2) used from the sign 
language domain to justify the system’s 
performance.

Figure 1 : Bengali vowels in Sign Language

Figure 2 : Some Bengali consonants  in Sign 
Language

Different instances of each of these images are 
used as inputs to carry out the project described 
through out the paper.

2. LITERATURE REVIEW

Not many Researches have been carried out in 
this particular field, specially in Bengali Sign 
Language Recognition. Few researches have 
been done on this issue though and some of 
them are still operational, but no body was able 
to provide a full fledged solution to the problem. 
Some of these earlier approaches are mentioned 
through out this section.

In one of the previous approaches, a research has 
been carried out and a system was developed by 
M. Rokonuzzaman [3] which analyzes video 
clips of different gestures of sign languages 
taken as input and gives a regular language 
expression as an audio output. In the 
technological approached used, angles of 
different parts of the hand with body were 
calculated manually by analyzing captured
images from input video frames. These angles 
along with corresponding audio meanings were 
also previously stored manually in a database or 
file.  The system then matches the calculated 
angles with the database and the corresponding 
audio file is played in the speaker of the pocket 
PC. 

The limitations that both of this research
possessed is firstly, the system recognizes and 
displays only single handed gestures. Secondly, 



actual frame rate of the animation is too quick 
for interpreting the sign language for which the 
frame rate was decreased manually. Next the 
angles had to be calculated manually and thus 
the database has to be created for every set of 
signs. 

Another system named as “Intelligent Assistant” 
human machine interface [4] was developed in 
the late 2002 to communicate the deaf people. 
This system could understand ten Bengali 
expressions and was able to instantly transform 
the expression into sign language. The objective 
of the approach that was chosen to build up this 
system was to understand the Bengali expression 
and produce related sign language for deaf or 
hard hearing people. The system used 
Microsoft’s Voice Command and Control 
Engine (which actually did most of the part) for 
capturing sound input with the help of a 
microphone and converting it into text. The 
system then matches the text with the list of 
word previously stored in its knowledge base. 
Once the word matches the database, it displays 
the graphical output of that word with 3D 
graphical hand images, which were simply 
mapped also according to the text. With only ten 
words it produced an output accuracy of no
more than 82%.

The main drawbacks of this system were – it 
could not perform efficiently in noisy 
environments as it also included noise with the 
input resulting a wrong output generation, it 
showed signs using only one hand where as 
there are some signs that require both hands, it 
could not recognize a complete sentence and 
finally, different pronunciations of a word 
resulted in wrong outputs. 

An Interesting attempt was taken in using Image 
Processing and to some extent Neural 
Networking for the recognition of Bengali Sign 
Language by the AIUB students in their thesis 
project [5]. But they failed to generate the output 
using the Neural networking, due to memory 
overflow. Instead the output of the system they 
developed was generated using 3D graphics 
tools. 

These sorts of system were also built for other 
domains where a computer take voices as input, 
do digital sampling and maps an acoustic speech 
signal to some form of abstract meaning. [6]   

The intelligent system that is described in [7] is 
a more technical and complicated system 
compared to the above mentioned systems. In 
this case the signs were shown single handedly 
wearing a glove containing different dots in each 
finger. The signs were then taken as inputs as 
digital photos captured in real time. The 
program then analyzed the dots of the graphics 
in the image file to understand what sign has 
been shown and then output the interpretation of 
the sign in regular language in both written and 
audible form which were pre-recorded as wave 
files. The technique involved clustering of the 
dots and mapping the results of this clustering to 
pre-defined tables. 

This system was only limited to Bengali 1-10 
numbers which actually does not require any 
intelligent system to understand. Moreover the 
dots were only marked at the front face of the 
fingers and the fingers had be spread as far as 
possible from each other to work correctly, but 
there are lots of signs representing Bengali 
alphabets in which fingers are closely compact 
and they are not front faced in most of the time, 
even in some cases they overlaps one another. 
So the clustering technique used in this system is 
fairly capable of dealing with those cases. Noisy 
dots in the environment or the pictures could 
also affect the resulting output of this system.

Later, State Machine based approaches were 
also used to resolve the sign language 
recognition problem. The research project 
carried out in [8] was an extension of the 
previous one [7], where state machine was 
implemented. The gesture capturing module of 
the system used the same input setup as before 
with camera and gloves. With the video inputs, 
the system was designed to determine the mark 
positions of the fingers in each frame and pass it 
to the state machine. For recognizing gestures 
the state machine then process the data and 
decides the final gesture made once it reaches to 
the final state. The output is displayed in textual, 
audible and visible form.



The main drawback of the system was its 
complexity. The state machine was designed to 
interpret only four gestures. It needs to be re-
designed to include other gestures. It lowers 
flexibility of the system. Other limitations are 
same as the previous system.

The use of Neural Networking was another 
approach used to recognize signs. Sandberg [9] 
provided a system using a combination of Radial 
Basis Function Network and Bayesian Classifier 
to classify a hybrid vocabulary of state and 
dynamic hand gestures. A Neural Networking 
used system exists [10] which classifies 
Japanese Sign Language. The work in [11] 
presented an application for learning sign 
language where some intelligence were observed 
with the help of Neural Networking procedures.

Perhaps the most interesting work in this area 
was Thad Starner’s Master’s Thesis in 
recognizing American Sign Language using
Hidden Markov Model [12]. He used a camera 
looking at a singer whore wore two colored 
gloves. Approximately 40 signs were chosen and 
data over 500 sentences were captured, each 
sentence containing an average of 4 signs. The 
camera was then connected to a machine with 
special hardware for processing video that 
would extract the position information about 
each hand. Though the system was very 
expensive but worked quite well and produced a 
raw classification rate of about 95%.    

Unlike any other approaches in recognizing the 
Bengali sign languages used by deaf and dumb 
people, the intelligent system that is developed 
and described all though out this paper used 
Image Processing for pattern recognition, Data 
mining Clustering techniques and Artificial 
intelligence Neural Networking techniques 
combined to accomplish the job successfully. 
Almost all the systems described above used 
some kind of tools to achieve the goal of sign 
recognition, so they were platform dependant. 
On the other hand as the proposed system was 
fully developed in Java code, it has the 
advantage of platform independency. Not only 
these, but it is also capable of dealing with two 

hands in exception with most of the above 
systems or even it is able to deal with other body 
parts according to the training. More over this 
intelligent sign recognition system create its own 
database automatically in its training session 
which makes it dynamic and can also be used for 
other sign languages equally rather than Bengali 
Sign Language only.

3. METHODOLOGY

The proposed system works in two phases to 
perform the sign language verification. First in 
the Training session it trains the system with 
sample of raw data from the domain to form 
clusters. Secondly, once the system is trained it 
can be used to classify random images of the 
trained language according to the clusters. To 
accomplish this job, image processing, 
clustering and Neural Networking of data 
mining and Artificial Intelligent techniques were 
used.
The block diagram in figure 3 gives an overview 
of the whole system. 

Figure 3: Block Diagram of the Proposed System



The system is called an “Intelligent System” due 
to fact that it can train itself automatically and
creates a knowledge base for a given domain of 
sign language. Once trained the training results 
can be used further to identify hand gestures as 
long as the domain remains unchanged. For this 
reason a training session is required, where first 
a sign language is chosen as the domain, then a 
set of data from that domain is fed to the system. 
These data are the sample hand gesture images 
which are processed, screened and represented 
in suitable form for the clustering process. In the 
clustering process separate clusters are formed 
from the sample raw data, which actually 
represents different signs with corresponding 
meanings. The result of the clustering process is 
shown in both textually and graphically for 
verification. Another output of the whole 
training session is a database where information 
of each clusters or classes made is stored. 

As mentioned earlier the training process is 
carried out only once for a particular domain 
while the next phase, that is, the Classification 
process is a continuous process. In this phase, 
the system takes random images and the 
database containing clustering information as 
inputs. Image processing techniques are used to 
process the input images as before to generate 
useful data for the Neural Networking process. 
These data are finally classified by the Neural 
Networking process according to the clusters,
producing the desired output. The output is 
shown both in visual and textual form in which 
every signs are verified and displayed along with 
its corresponding meanings.

4. IMPLEMENTAION

The proposed methodology described in section 
3 was implemented in this research project and 
an efficiently working “Intelligent System” for 
sign language verification was developed.  At 
this particular project the selected domain was 
ten different signs from the Bengali Sign 
Language. A sample total of 24 different image 
instances of these signs were taken as the 
working input of this system (figure 4). 

Figure 4: Experimented Input Set

All the separate processes of this system 
regarding these inputs are explained below.

4.1 IMAGE PROCESSING

As the inputs are raw images, for both the 
training and classification session, they need to 
be converted into suitable form of data before 
any sort of calculation can be done on them. So 
the first step involves some image processing. 
Images, when fed to the system are first 
rendered, then scaled to 800*600 pixels for 
standardization and finally converted into 
corresponding 800*600 2d matrixes according to 
the pixel colors (figure 5). 

800 * 600 matrix
6315100.0 6249307.0 ………………. 6051928.0

4933963.0 5125810.0 ………………. 6249307.0

.

.

.

.

.

.
……………….

.

.

.

6174725.0 3889534.0 ………………. 5048017.0

Figure 5: Data Matrix representation of each image



Each of these matrixes is then normalized to a 
single one dimensional array of 480000 in 
length. The above sub-processes are followed 
for every sample images. The final output of this 
phase is again a 2d matrix, but this time it is 
composed of all the one dimensional arrays, 
where each row represents a picture with its 
corresponding data. In this particular experiment 
the size of this output matrix of the image 
processing phase was 24*480001 as shown in 
the figure below, where the first column 
represents the image number.

24 * 480000 matrix
1 6315100.0 6249307.0 ………… 5048017.0

2 5112958.0 4984327.0 ………… 6433801.0

.

.

.

.

.

.

.

.

.
…………

.

.

.

24 7758947.0 7448201.0 ………… 8011519.0

Figure 6: Normalized Data Matrix representation of 
all the input images

This representation was very much important as 
the input for the upcoming clustering or neural 
networking processes. 

4.2 CLUSTERING PROCESS 

The basic task of the training session is to take 
random images from the domain and make 
groups or clusters among them, so that each 
cluster represents a single meaning. This means 
that the images underlying the same clusters are 
similar and they represents the same alphabet or 
expression. The average values of all the images 
in a cluster are examined, calculated and stored 
inside a database. These values represent the 
center of each cluster and the final database 
contains the set of all clusters loading the system 
with a domain.

The main part of the training session is achieved 
by the Clustering process. Clustering is a very 
useful and efficient data mining widely used 
technique that was developed in the necessity of 
separating a bunch of data into groups whose 
members belong together. Each object is 
assigned to the group it is most similar to. 
Clustering does not require a prior knowledge of 

the groups that are formed and the members who 
must belong to it. Clustering techniques discover 
groups of similar instances, instead of requiring 
a predefined classification. So it can be 
considered as the most important unsupervised 
learning problem. In this case of clustering, the 
problem is to group a given collection of 
unlabeled patterns into meaningful clusters.
Thus clustering is a task that identifies a finite 
set of clusters to describe the data. Clustering 
algorithms divide a data set into natural groups 
(clusters). Instances in the same cluster are 
similar to each other; they share certain 
properties and are dissimilar to the objects 
belonging to other clusters [13-17].

After the image processing is completed for the 
input images, the normalized data are fed to the 
clustering process. K-mean clustering algorithm 
was used as the clustering strategy. It is selected 
due to its efficiency in hard clustering [17-20]. 
Other clustering algorithms like fuzzy clustering 
or hierarchical clustering does not fit this 
particular problem. Fuzzy clustering creates 
overlapping clusters [21, 22] where as 
Hierarchical clustering generates a tree like 
structure called ‘Dendogram’ as the output [23]. 
None of these are suitable for this project, where 
hard partitioned clusters with concrete data are 
required for analysis. This is why K-mean 
clustering was used for this project.

The basic steps of K-mean clustering algorithm 
are shown as follows [24]:

1. Specify k, the number of clusters to be 
generated.
2. Choose k points at random as cluster centers.
3. Assign each instance to its closest cluster 
center using Manhattan distance.
4. Calculate the centeroids (mean) for each 
cluster; use it as new cluster center.
5. Reassign all instances to the closest cluster 
center.
6. Iterate until the cluster centers don’t change 
any more.

Like the algorithm suggests the clustering 
process works in several steps. It takes number 
of clusters, k, to be formed and the number of 



iteration to be performed as input along with the 
image data matrix. Data are first extracted 
according to some feature selection and k 
clusters are formed. At the first iteration, each 
cluster was assigned with a single image data 
randomly, which were considered as the center 
of that cluster. From this a center matrix is 
generated for all the k clusters. 

1 6315100.0 6249307.0 ………… 5048017.0

2 5112958.0 4984327.0 ………… 6433801.0

.

.

.

.

.

.

.

.

.
…………

.

.

.

k 3133579.0 3095404.0 ………… 4381004.0

Figure 7: Center Matrix

Proximity measures are taken after that. In this 
case ‘Manhattan Distance’ was used as the 
dissimilarity measure. So, the Manhattan 
distance for every pixel of other images with 
respect to the corresponding points of all the 
clusters were found and placed in a ‘distance 
matrix’ (figure 8). The first row represents the 
image number and the first column represents 
the cluster number, while the rest of the cells 
show the distance of the image object from the 
corresponding cluster center.

1 2 ………… 24

1 0.0057023 0.8752068 ………… 1.1050291

2 0.001908 0.1215193 ………… 1.0333817

.

.

.

.

.

.

.

.

.
…………

.

.

.

k 1.6914092 1.4451924 ………… 1.0191518

Figure 8: Distance Matrix

The next job of the K-mean clustering process is 
to generate a Group matrix from these two 
center matrix and distance matrix. This is done 
by simply checking the minimum distance of an 
image object from the clusters. The object 
belongs to the cluster for which the distance 
from it is minimum. For each image object, a 0 
or 1 is placed at each cell of the group matrix for 
showing its belonging to the cluster. Figure 9
demonstrate the group matrix formed, where the 

rows and the columns represents the same as the 
distance matrix.

1 2 ………… 24

1 1.0 0.0 ………… 0.0

2 0.0 0.0 ………… 0.0

.

.

.

.

.

.

.

.

.
…………

.

.

.

k 0/0 1.0 ………… 0.0

Figure 9: Group Matrix showing image belongings

At this point when the belongings of all the 
image objects were found out, new centeroids 
were computed for each of the clusters. The new 
points of each cluster are now the mean value of 
the corresponding points of all the objects 
belonging to that cluster. Once the new center 
matrix was found, the whole process is repeated 
again at the next level of iteration for all the 
images. This results a new distance matrix and 
eventually a new group matrix. 
This way the iterative process is continued until 
there is no further change in the group matrix. 
The K-mean clustering process stops when a 
final belonging of the images objects to the 
clusters is achieved.

Finally, data are extracted from the last group 
matrix and a resulting output of the training 
session is shown both textually as a reporting 
file and also visually as image files. 

4.2.1 Results and Discussion

The output text file for 24 images with 10 
clusters (i.e k = 10, supplied) is shown below.



Figure 10: Output File of The Training Session

Only two of the images (image 11 & 19) were 
misplaced at this particular experiment, 
indicating an achievement of 92% (approx.) 
accuracy by the training session. Each cluster 
represents a unique sign with a unique meaning.
The maximum number of iterations to be 
performed was also supplied by the user, 
assuming that stability would be reached at an 
iteration level below this number. Time taken 
for the training phase of the system is also 
shown. In this case this time was 2 hours and 4 
minutes approximately, which is quite a long 
duration. But as the training session is only 
performed once in order to load the system for a 
particular domain, this amount of time can be 
accepted.

The other output of the training session is a 
database containing the data about the clusters. 
This database is pretty much the same as the 
center matrix shown earlier. This database is one 
of the major inputs for the next classification 
phase. 

4.3 CLASSIFICATION PROCESS

Once the system is loaded, the classification 
phase takes the control of the system. It is a 
continuous process, which takes random images 
as input and classifies them according to the 
clusters created by the training session. The 
classification process takes only a few seconds 
to classify given images and identify the 
meanings of the sign each of them represents.  

The first part of the classification process is the 
same image processing as mentioned previously.
The second part is the Neural Networking sub-
process which actually classifies the images
[25]. The Neural Network takes two input data –
the data of the image objects from the output of 
the image processing and the data regarding the 
clusters from the database, produced by the 
training phase.

The Neural Networking is a supervised learning 
process. The system was designed to feed 
necessary data to this process dynamically. So 
the mapping classes and thus the number of 
neurons to be used by the Neural Networking 
are extracted from the output database of the 
training session. This is why the internal code or 
the architecture of the system needs not to be 
changed for a different domain of signs. 

The Neural Networking process designed for 
this system is as shown in figure 11.

Figure 11: Neural Networking Process for each of 
the input images

User Inputs : 

Number of Images:  24

Number of Clusters :  10

Number of Iterations :  1000

Clustering Results :

Cluster 1 Contains Objects :  1    18    

Cluster 2 Contains Objects : 2    13

Cluster 3 Contains Objects :  3    15    

Cluster 4 Contains Objects :  4    17    21    

Cluster 5 Contains Objects :  5    14    19    20    

Cluster 6 Contains Objects :  6    11    16    

Cluster 7 Contains Objects :  7    12

Cluster 8 Contains Objects :  8    22

Cluster 9 Contains Objects :  9    24

Cluster 10 Contains Objects :      10   23

Total Execution time :  2 hours, 4 minutes, & 10 seconds.



In the following experiment, the number of 
clusters, k was equal to 10 and 12 new images 
(named 1001 to 1012) were introduced to the 
system. So, for each of the 12 input images 10 
neurons were first used to find their 
corresponding distances from each of the 10 
cluster centers. The distances were passed into 
another neuron which determines the minimum 
distance and thus identifies, to which cluster the 
image belongs to. This way the classification 
process completes when a group matrix was 
found for all the input images. The result is then 
shown on a text file.

Based on the resulting database of the training 
session, the efficiency of the Neural Network 
depends. If the database created was assumed to 
be 100% correct then the classification phase 
gives a 99% correct results.

  
5. LIMITATIONS AND FUTURE WORK

Due to the limited time constraint the system 
could not be developed to give its optimum 
performance. A lot of effort has to be done to 
make this intelligent system more effective.

One important work to be done in future is the 
code optimization of the current programs 
written for the system. This would certainly 
decrease the time complexity of the system to a 
very efficient level. Currently the system is 
based on the command prompt interface which 
would be converted to a graphical user interface 
soon. 

At a very near future the classification part of 
the system would be extended, so that the 
system would be able to communicate in both 
directions. Depending on the same training 
session, the other classification part to be 
developed will have the capability to translate 
normal languages to hand gestures successfully.
Both audio and video tools would be included 
with the input/output phase of the system to give 
it higher flexibility. This would enable the 
system to work equally effectively with vocal
language and continuous signs. The image 
processing part of the system will also be 

modified to work with every possible 
environment. 

Finally, the whole system needs to be compacted 
to act as complete stand alone software. It would 
then be handed over to a hearing impaired 
person. Performance evaluation, further research 
and fixing would be done on the system 
according to the comments of that person. 

5. CONCLUSION

Although developing an automated system for 
dynamic sign language detection, is an 
extremely challenging job, but the importance of 
the necessity of such a system in the deaf 
community is comparatively huge.   

So the basic objective of this research project 
was to develop an efficiently working
methodology for sign language recognition 
system using modern technological concepts. 
The successful demonstration of this “Intelligent 
System” supports the idea and proves the 
efficiency of the explained methodology. The 
findings from this project created motivations to 
carry out further research in order to develop 
enhanced version of the proposed system. The 
hope was to influence the software development 
industry to research more on this particular field. 
So that, they can come up with an efficient and 
cost effective commercial product for the deaf
society and help them carry out a normal life 
style.
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