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Abstract—An analysis of the active pixel sensor (APS), considering the doping profiles of the photodiode in an APS fabricated in a 0.18-μm standard CMOS technology, is presented. A simple and accurate model for the junction capacitance of the photodiode is proposed. An analytic expression for the output voltage of the APS obtained with this capacitance model is in good agreement with measurements and is more accurate than the models used previously. A different mode of operation for the APS based on the dc level of the output is suggested. This new mode has better low-light-level sensitivity than the conventional APS operating mode, and it has a slower temporal response to the change of the incident light power. At 1 μW/cm² and lower levels of light, the measured signal-to-noise ratio (SNR) of this new mode is more than 10 dB higher than the SNR of previously reported APS circuits. Also, with an output SNR of about 10 dB, the proposed dc level is capable of detecting light powers as low as 20 nW/cm², which is about 30 times lower than the light power detected in recent reports by other groups.

Index Terms—Active pixel sensor (APS), capacitance–voltage (C–V) profile, CMOS photodetector, high-sensitivity photodetector, low-level light detection, silicon photodetector.

I. INTRODUCTION

PHOTODETECTION systems are now being used in new applications in medicine, bio-molecular sciences, environmental monitoring, and chemistry experiments [1]–[3]. In many of these applications, the level of light that should be detected is very low, in the order of microwatts per square centimeter and less [4]. Many photodetector structures are not able to detect such low light intensities. The reason is the low signal-to-noise ratio (SNR) of these detectors at low levels of light. This deficiency of the detectors is compensated, for example, by increasing the level of light illuminating the biological sample under test. However, these high intensities can result in impaired cellular reproduction, formation of giant cells, oxidative stress and apoptosis-like cell death [5]. In some other applications such as fluorescence imaging, it will reduce the lifetime of the fluorophores [6], [7].

Photodetectors manufactured in CMOS technology are currently used in some biomedical applications such as chemical sensing systems and fluorescence imaging [8]–[10]. An important advantage for CMOS-based photodetectors is that the technology is cheap and it can be used to integrate processing and control circuitry on the same chip with the detector [11]. The active pixel sensor (APS) is the most commonly used structure for CMOS photodetector arrays. APS offers high fill-factor and wide dynamic range. These detectors are, however, noisy and do not have good performances at lower levels of light, unless they are operated with impractically long integration times [12].

For low-light-level applications, other photodetectors such as photomultiplier tubes (PMTs) or avalanche photodiodes (APDs), which have internal mechanisms for the amplification of light [13], are currently used. However, these photodetectors are not easy to integrate, and their operation typically requires high voltage levels. Charge-coupled devices (CCDs) are used for low-light-level sensing applications, as they have better noise performance than CMOS-based photosensors [14]. These CCD detectors, however, are expensive and consume high power. Also, CCDs have to be fabricated by special processes, and cannot easily be integrated with other circuitry. This is against the existing trend of integrating optical detection systems as much as possible.

In a previous work, we developed the theory of how the APS can be operated in a different mode and achieve better sensitivity at lower levels of light [15]. In this paper, we have expanded the analysis of the APS by measuring the capacitance–voltage (C–V) profile of the photodiode. We fabricated an APS in CMOS 0.18-μm technology, and operated it in the proposed mode. Our measurements verified that the pixel offers higher sensitivity at lower levels of light. It can detect light with at least two orders of magnitude lower intensity than the regular APS.

II. THEORY

The photocurrent in a conventional APS is integrated in the capacitance of the photodiode. This capacitance is considered constant in many of the APS analyses reported [16]–[18]. The capacitance of the p-n junction, however, varies with voltage.
We will show that considering this variation greatly affects the result of the analysis of the APS. This variable capacitance was considered in [30], however, an abrupt junction model was used. We will show that fixed capacitance, or abrupt junction models do not provide good accuracy for the APS analysis. Our model for the capacitance of the photodiode will be presented, and then its effect on the analysis of APS will be shown.

A. Analysis of the APS During Integration

In a modern standard CMOS technology, n+ and p+ regions, wells, and channel profiles are made by the ion-implantation method. Ion-implantation offers good control over the number of impurities and their profile. Junctions produced with this method can be well controlled. The doping profile of implanted impurities has approximately a Gaussian distribution [19]

\[ N(x) = \frac{\Phi}{\sqrt{2\pi}\Delta R_p} e^{-\left(x - R_p\right)^2 / 2\Delta R_p^2} \]  

(1)

where \( \Phi \) is related to the doping dose, \( R_p \) is the projection range, and \( \Delta R_p \) is the straggle of the implanted species. Assuming \( N(0) = A \) and \( |x| \ll R_p \), then (1) can be approximated as

\[ N(x) \approx Ae^{x/\beta} \]  

(2)

where \( A \) and \( \beta \) are defined as

\[ A = \frac{\Phi}{\sqrt{2\pi}\Delta R_p} e^{-R_p^2 / 2\Delta R_p^2} \]  

(3)

and

\[ \beta = \frac{\Delta R_p^2}{R_p}. \]  

(4)

Equation (2) indicates that if the junction is a few standard deviations away from the range of the implantation, which is usually the case in CMOS technology, then the doping profiles at the junction can be approximated with exponential functions. In deep submicrometer technologies, extremely shallow implanted regions are desired. This calls for a reduction of the thermal budget of the process and creation of as-implanted profiles. Long channeling tails that would thermally be removed now become significant. This causes some deviation from the profile of (1), by reducing the slope of the deeper side of the implanted profile in the semilogarithmic plot [20], [21]. The profile in the semilogarithmic plot, however, stays approximately linear at a few straggles away from the range of the implantation. Thus, the exponential approximation of (2) remains valid for such processes, provided adjustments of the parameters defined in (3) and (4) are made.

For a p-n junction with exponential doping profiles as shown in Fig. 1, the voltage drop across the depletion region and the static charge in the depletion region, can be calculated, given the boundaries of the depletion region. Parameters \( w_n \) and \( w_p \), in Fig. 1, indicate the depth of depletion of the n and p sides, respectively. Assuming that the n side is more highly doped than the p side, that is \( \beta_n \ll \beta_p \), then \( w_n \ll w_p \) and we get

\[ V = \frac{qA\beta_p}{\varepsilon} (\beta_p - w_p)e^{w_p/\beta_p} \]  

(5)

and

\[ Q = qA\beta_p(e^{w_p/\beta_p} - 1) \]  

(6)

where \( Q \) is the charge per unit area. The parameter \( w_p \) should be eliminated from (5) and (6), and \( dQ/dV \) should be calculated as the voltage-varying capacitance of the junction. A closed form equation for \( C \) per unit area, given \( \nu \), can be derived from (5) and (6) using a Lambert W function

\[ C(\nu) = \frac{\varepsilon}{\beta_p} \left[ 1 + W \left( \frac{\varepsilon\nu}{\beta_p^2 qAe} \right) \right]^{-1}. \]  

(7)

Note that the Lambert W function is the inverse of the function \( f(W) = We^W \) [22], [23].

Equation (7) is the exact equation for the \( C-V \) characteristic of an exponential junction. However, it does not have a simple form for numerical evaluations and is difficult to be employed in the analysis. A \( \nu^{-1/m} \) characteristic is traditionally assumed for the \( C-V \) relation of a p-n junction [12], [24]

\[ C(\nu) = C_0 \sqrt[\nu]{\frac{\nu_0 + \varphi}{\nu + \varphi}} \]  

(8)

where \( \varphi \) is the built-in potential of the junction, and \( \nu_0 \) and \( C_0 \) are the values of photodiode voltage and capacitance at the beginning of integration. Trying to fit (8) to (7), we found that \( m = 4 \) is the optimum choice. Note that \( m = 2 \) corresponds to an abrupt junction, and \( m = 3 \) to a linear junction. Thus, \( m = 4 \) can be a good approximation for an exponential junction.

We measured the \( C-V \) characteristic of photodiodes fabricated in a commercial 0.18 \( \mu \)m technology to verify the above estimation of \( m \). Measurements are done on 72 \( \mu \)m²...
n+p-subjunctions, made separately for the C–V measurements, from three different dies at two frequencies. Fig. 2(a) shows the C–V curves obtained from our measurements. In order to extract $m$, according to (8), one can plot $\log(C)$ versus $\log(\nu + \varphi)$ and relate $m$ to the slope of the curve. However, the actual value of $\varphi$ is unknown. Multiple plots can be made for different values of $\varphi$. The curve that is closest to a straight line corresponds to the $\varphi$ closest to the actual built-in potential of the junction. Fig. 2(b) suggests $m \approx 3.6$, proving that $m = 4$ can be used to describe the diode’s C–V characteristic.

Fig. 3(a) shows the APS circuit. During reset, transistor M1 is turned on to bring the sense node voltage ($\nu_S$) up close to $V_{DD}$. During integration, M1 is opened (in OFF-state) and the capacitance of the photodiode D will be discharged by its internally generated photocurrent $i_{PH}$ and dark current $i_{DK}$. In a pinned photodiode APS, a transfer gate is used to transfer the charge to a readout node. In the three-transistor structure of Fig. 3(a), which is considered in this paper, the charge is read directly from the sense node. An equation describing the sense node voltage during integration can be written as

$$\frac{d\nu_S}{dt} = -\frac{i_{PH}(t) + i_{DK}(t)}{C(\nu_S(t))}.$$  \hfill (9)

Assuming constant photocurrent and dark current, and (8) for the voltage-varying capacitance of the photodiode, then (9) has a closed form solution. This solution is different for different values of $m$. Table I shows different closed form solutions for (9), where $\nu_2$ is the value of $\nu_S$ at the beginning of integration [Fig. 3(b)]. Note that these formulas are valid before saturation of the pixel. In the case of saturation, the diode current relation should replace the fixed $i_{DK}$ in (9) to obtain $\nu_S$.

The choice of $m$ has a significant effect on the analytically derived sense node voltage. Fig. 4 shows different analytic solutions of Table I for $\nu_S$, assuming different values of $m$. The curves deviate more as time increases. We have fabricated an APS which will be described in the next section. We have measured its output during integration, which is also shown in Fig. 4. A good agreement exists between measured output and the analytic predictions obtained by solving (9) for $m = 4$.

### B. DC Level Operation of APS

At low levels of light, the APS has poor performance, which is due to its low SNR. A general SNR curve of APS versus
TABLE I
CALCULATED $\nu_S(t)$ FOR DIFFERENT VALUES OF $m$. NOTE THAT THE SENSE NODE VOLTAGE FOR $m = 4$
IS WHAT WAS EXPERIMENTALLY FOUND IN THE ACTUAL DIODE USED IN THIS PAPER

<table>
<thead>
<tr>
<th>$m$</th>
<th>Junction</th>
<th>Sense node voltage ($\nu_S$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>Ideal</td>
<td>$\nu_2 - \frac{i_{DK} + i_{PH} t}{C_0}$</td>
</tr>
<tr>
<td>2</td>
<td>Abrupt</td>
<td>$\nu_2 - \frac{i_{DK} + i_{PH} t + (i_{DK} + i_{PH})^2}{4C_0^2} t^2(v_2 + \phi)^{-1}$</td>
</tr>
<tr>
<td>3</td>
<td>Linear</td>
<td>$\left[(v_2 + \phi)^{2/3} - \frac{2(i_{DK} + i_{PH})}{3C_0} (v_2 + \phi)^{-1/3} t\right]^{3/2} - \phi$</td>
</tr>
<tr>
<td>4</td>
<td>Actual</td>
<td>$\left[(v_2 + \phi)^{3/4} - \frac{3(i_{DK} + i_{PH})}{4C_0} (v_2 + \phi)^{-1/4} t\right]^{4/3} - \phi$</td>
</tr>
</tbody>
</table>

Fig. 4. Measured and calculated sense node voltage of APS ($\nu_S$) versus time. The curves have been zoomed to better show the agreement of the measurement with the analytically calculated curve, obtained with $m = 4$ in the C–V model of the photodiode junction capacitance. The other three curves with $m = 2, 3$ and $\infty$ show significant deviation from the measured $\nu_S$ versus time characteristics.

The sensitivity of the pixel can be improved by increasing the size of the pixel, or lengthening the integration time. This however, may not be practical in applications that require high spatial resolution, or fast response of the photodetector.

The voltage drop during integration of APS is considered its output. This is the swing of signal, $(\nu_2 - \nu_1)$, in Fig. 3(b). In [15], we proposed that the dc level of the sense node, $(\nu_2 + \nu_1)/2$, can be considered the output of the APS. This dc level is analytically obtained by solving the reset equation of the sense node, which calculates $\nu_2$ given $\nu_1$ and the reset time, together with the equation of Table I, which calculates $\nu_1$ given $\nu_2$ and the integration time (see the Appendix). The analytically obtained dc level and swing signals versus photocurrent are shown in Fig. 5.

During the short reset time, the reset transistor is not able to completely charge the photodiode’s capacitance. This means that the sense node voltage will not reach the ideal value of $V_{DD}$ at the end of reset. In the conventional operation of APS, this is an unwanted phenomenon called image lag. Due to image lag, the sense node voltage is dependent on the levels of light read by the detector at the previous frames, as the reset transistor is not fully resetting the sense node voltage to $V_{DD}$. Correlated double sampling (CDS) is used to take an extra sample of the sense node voltage, which is $\nu_2$ in Fig. 3(b), to remove image lag. In our proposed method however, this phenomenon is used to our advantage, as it causes the dc level of the sense node voltage to be dependent on the power of incident light. For an APS illuminated with low levels of light, which is the focus of this paper, analysis and experiment show that the dc level of the sense node voltage can have a significant displacement from $V_{DD}$, while the swing stays very close to zero. This dc level displacement is shown in Fig. 5, which demonstrates that the change of the dc level output is sharper (higher slope) than the swing at low photocurrents. However, the dynamic range of its output is smaller. To overcome the reduced dynamic range,
one option is to have a dual mode pixel that switches from the dc level mode to the swing mode at higher levels of light.

The dc level mode of operation uses the lag of the normal APS swing mode to its advantage. However, this does not mean that the dc level output is itself free of lag. Every time that the level of incident light changes, it takes a few integration and reset cycles for the dc level to converge to the new value. Based on our experimental observations, at most six integration and reset cycles are required for this convergence. This worst case happens when the light changes from total darkness to the maximum detectable level. However, for typical light-level variations, it takes about two to three cycles for the dc level to reach the stable value. Compared to the normal APS mode with CDS, which produces the correct output at the end of each integration cycle, the dc level mode of operation is slower with respect to temporal changes in the incident light.

In order to verify the performance of the dc level output in low-light levels, its SNR should be considered. Fig. 7 shows the analytically obtained SNR curves. The noise in the swing output is the integration noise, which is dominantly shot noise. The output is the integration noise, which is dominantly shot noise. The voltage shot noise power during integration is given by

\[ V_n^2 = \frac{q(i_{PH} + i_{DK})}{C_0^2} t_{int} \left( 1 - \frac{1}{4(v_0 + \varphi)} \frac{i_{PH} + i_{DK}}{C_0} t_{int} \right) \]  

(10)

where \( t_{int} \) is the duration of the integration cycle [15]. The reset noise is dominantly thermal noise and is given by

\[ V_n^2 = \frac{kT}{2C_0} \]  

(11)

where \( k \) is the Boltzmann’s constant and \( T \) is the temperature [30]. The CDS removes the reset noise from the swing output. However, integration noise and reset noise will both contribute to the noise of the dc level. During each integration or reset stage, the noise adds up to the residual noise that already existed in the \( \nu_S \) generated in the previous stages. These noise sources form an autoregressive noise power in the dc level. A more detailed derivation of the noise of the dc level can be found in the Appendix.

Before proceeding to the results of our design, it is useful to make a distinction between modern high-resolution APS designs, and the low-light-level detection APS designs. Modern APS designs, which mainly target imaging and photography applications, have achieved Mega-pixel resolutions. Noise floors as low as 42 [25], 29, 13, and 5 eRMS [26] have been reported for such designs. We have measured a noise floor of 106 eRMS for our APS with a 400 \( \mu \)m\(^2\) photodiode size at 30 ms integration time, operating in dc level mode. The noise floor of an APS pixel has two components—a reset part and an integration part. The reset part is eliminated by CDS, and the integration part decreases as the size of the pixel is reduced. This is one of the reasons for the low noise floors reported in the above pixels, which have photodiode sizes in the range of 10 \( \mu \)m\(^2\). In the dc level approach, CDS is not applied, and the total noise power has both reset and integration components, as described in the Appendix and given in (18). This is why the noise floor of our approach may be higher. However, a low noise floor does not guarantee low-light-level sensitivity. Rather, it is the ratio of the signal generated by the pixel to its noise that determines its sensitivity of the detection circuit. Our pixel using the dc level approach, has better SNR compared to the swing voltage, and thus better sensitivity to low levels of light, despite its higher noise floor. For example, it can be seen in Fig. 5 that for the photocurrents in the range of 0.1 pA and lower, the signal that can be generated using the swing approach is negligible. Also, as the level of light becomes very small, the signal generated using the dc level can be more than 20 times higher than the swing, thus providing a higher SNR and better light sensitivity.

### III. Experimental Results

A chip has been designed and fabricated in a commercial CMOS 0.18 \( \mu \)m technology for testing the APS circuit. The chip has been fabricated and packaged through Canadian Microelectronics Corporation. Fig. 6(a) shows a photomicrograph of an APS circuit on the chip. It corresponds to a pixel with a 20 \( \mu \)m \( \times \) 20 \( \mu \)m photodiode size. The APS transistors are shielded with a top thick metal layer available in the standard process. The six metal connections to the APS can also be seen in Fig. 6(a). They correspond to \( V_{DD} \), GND, Reset, Word, and \( \nu_O \) in Fig. 3(a). There is also a separate connection for the \( V_{DD} \) of the reset transistor, to facilitate studying the dynamic range of the pixel, and characteristics of the reset.
levels that have a power two orders of magnitude lower. The dc level has about 20 dB better SNR than the swing at about 1 μW/cm². The dc level output has also been compared to some SNR values of other APS circuits reported in literature. Fig. 7 shows some SNR points achieved in the work of El Gamal and Eltoukhy [27], Carlson [28], Zhou et al. [29], and Tian et al. [30]. It should be noted that parameters like the pixel size, integration time or readout rate, or the illumination spectrum affect the SNR of the APS, and they should be considered to make a fair comparison of the performance of the pixels.

Fig. 8 shows the measured variation of the output of our APS within the visible range spectrum. It shows a factor of two differences between the responses at the lower end and the higher end of the spectrum, which corresponds to doubling of the photocurrent of the APS. The power of the shot noise will also be doubled, causing an approximately 1.5 dB increase in the SNR value. Doubling the pixel area or the integration time of APS will also increase its SNR by about 1.5 dB. Appropriate changes have been made to the SNR points in Fig. 7 to account for these differences. For example, the integration times of the pixels were 30 ms in all works except in [28], which was 8 ms, for which a 3 dB correction was made to the SNR value. For the light power at the low levels of Fig. 7, the SNR of the dc level stands well above the conventional APS.

The dc level mode of operation of the APS eliminates the need for CDS. We have observed that at low light levels, the swing of the output of APS is negligible, and the output voltage looks like a dc line, as shown in [15, Fig. 2]. Thus, a single sample of the output, preferably at the middle of the integration period, is enough. Displacement of the dc level value from its dark level corresponds to the output of the pixel. It should be noted however, that if the APS has to be used in an application where temperature variation is significant over short periods of time, then the dark value of the dc level can be affected, and should also be sampled.

The dc level mode of operation of APS does not alter the pixel structure, which preserves the high fill-factor advantage of...
conventional APS. The dc level performance can be improved by altering the reset mechanism. This can be achieved by decreasing the \( W/L \) of the reset transistor, decreasing the voltage applied to its gate during reset, or shortening the reset time. These changes will reduce the quality of reset, and increase the sensitivity of the dc level. Our experiments show that variation of the \( I_{\text{DD}} \) of the reset transistor has negligible effect on the output dc performance. Thus, the reset transistor and the source follower can share the same \( I_{\text{DD}} \) line. This improved sensitivity can complement the other attractive features of the CMOS photodetectors compared to PMTs, APDs, and CCDs, and can potentially replace them in many emerging biomedical applications where low-light-level sensitivity is a requirement.

IV. CONCLUSION

A new model for the capacitance of the photodiode in an APS was proposed. This model can produce more accurate analytical results. The model was verified by measurements on an APS fabricated in 0.18 \( \mu \)m standard CMOS technology. Also, measurements and calculations on our fabricated APS suggest that it can be operated in a different mode (dc level output) to get better low-light-level sensitivity. The dc level mode can detect light powers that are 30 times less than the lowest reported detectable levels using the normal APS structure. However, the dc level mode of operation responds slower to the temporal change of the incident light power. Also, the dc level mode preserves the simple APS structure and it does not need CDS. Finally, the reset time and reset transistor sizes can be adjusted to optimize the dc level sensitivity.

APPENDIX

The noise in the dc level output is analyzed here. The signal flow in the pixel is modeled with a periodic reset and integration system as shown in Fig. 9. \( F(\nu) \) is the value of the sense node voltage at the end of reset, if the value of \( \nu_2 \) just before reset is equal to \( \nu \). It can be obtained by reset time analysis of the APS circuit [15] to be

\[
F(\nu) = -\nu_T \ln B + \nu_T \ln \left( A \left( 1 - e^{-\frac{\nu_B}{\nu_T}} \right) + Be^{-\frac{\nu_B}{\nu_T} e^{\frac{\nu}{\nu_T}}} \right)
\]

where \( A \) and \( B \) are defined as

\[
A = \frac{W}{LC_0} I_0 e^{\nu_G K/\nu_T}
\]

\[
B = Ae^{-\nu_D/\nu_T} + \frac{i_{\text{PH}} + i_{\text{DK}}}{C_0}.
\]

\( G(\nu) \) represents the integration, and its function is given in Table I as

\[
G(\nu) = \left( (\nu + \varphi)^{3/4} - \frac{3(i_{\text{DK}} + i_{\text{PH}})}{4C_0}(\nu + \varphi)^{-1/4}t_{\text{int}} \right)^{4/3} - \varphi.
\]

Solving the feedback loop of Fig. 9, for fixed values of photocurrent, dark current, integration time, and reset times, will result in the steady-state values of \( \nu_1 \) and \( \nu_2 \) and dc level.

\( V_{n1} \) and \( V_{n2} \) of Fig. 9 are the integration and reset noise sources, respectively, which are added to the sense node voltage at each stage. The noise in the dc level will be obtained by calculating the contribution of these noise sources to \( (\nu_2 + \nu_1)/2 \). For noise calculations, each block in Fig. 9 can be replaced by its small signal equivalent

\[
F(\nu + V_n) = F(\nu) + \frac{\partial F}{\partial \nu} \Bigg|_{\nu} V_n = F(\nu) + \alpha V_n
\]

and

\[
G(\nu + V_n) = G(\nu) + \frac{\partial G}{\partial \nu} \Bigg|_{\nu} V_n = G(\nu) + \beta V_n.
\]

The feedback loop can be solved for the input sources of \( V_{n1} \) and \( V_{n2} \), and the output defined as \( (\nu_2 + \nu_1)/2 \) to get

\[
V_n^2 = \frac{1}{4} \left( \frac{\alpha^2 \beta^2 + \alpha^2}{1 - \alpha^2 \beta^2} + \frac{\alpha^2 \beta^2 + \beta^2}{1 - \alpha^2 \beta^2} \right)
\]

where \( \alpha \) and \( \beta \) are the differentials of \( F \) and \( G \) at their bias points as defined in (16) and (17). Equation (18) shows how the power of the noise in dc level is calculated with the power of integration and reset noise of APS known.
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